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Summar Method Applications Results

We propose a neural sequence-to-grid module that
enhances a neural network to learn symbolic rules.
Specifically,
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* Our module and the grid decoder can be jointly :
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