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Weakly Supervised 
Semantic Parsing
- Goal: map x into z
- The dataset includes only 
utterance x, world w and 
denotation y. Ground truth 
program z is not given. 
- During the training, a 
search algorithm generates 
a pool of likely programs, 
and filters out programs with 
incorrect execution results.
- Spurious programs like z′, 
whose meaning is wrong 
but execution result is 
coincidentally correct, are 
major challenges of the task.

Execution-based Program Representation
- Retrieved worlds from training set (wj’s) partition the programs into several 
groups by their execution results.
- Intuition: Correct programs lie near the centroid and spurious 
programs lie far from the centroid.

Filtering Programs with Majority Vote
Hard Vote
- First get the centroid program representation r*  with majority vote.
- Each program’s contribution is weighted by some metric W(·).
- Program score is calculated based on the distance from the centroid 
representation r* (higher the closer).

Soft Vote
- Instead of using centroid representation, each program contributes to the 
results based on the proportion it occupies in the execution results.

Collecting Execution Results
Domain 1 - NLVR
- “Informative” worlds in the training set are retrieved based on the BLEU 
score between x and each wj ’s corresponding utterances.
Domain 2 - WikiTableQuestions
- Each program in WTQ is conditioned on a specific table and therefore 
cannot be used on others.
- We modify programs so that they can be executed on any table, while 
maintaining the semantic relationship between the programs.

Execution result space

Main results on NLVR and WTQ
- Our method improves the 
performance of base parsers 
consistently.
- Our method is domain-agnostic
and can augment existing weakly 
supervised semantic parser.

Qualitative example on NLVR
- Boldfaced programs are semantically correct programs and the others are 
spurious programs.

Score-spuriousness correlation
- Pearson correlation: 0.358
- ROC-AUC: 0.738
- Correct program scores: 

mean 0.997, std 0.029
- Spurious program scores:

mean 0.899, std 0.155

- Spurious program detection 
performance on 30 NLVR training 
examples with various thresholds τ.

Contributions
- We propose a novel program representation scheme base on programs’ 
execution results on various input worlds from the training set.
- We show that running majority vote over execution results and 
filtering out programs with low vote score consistently improves base 
parser performance on NLVR and WTQ.
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